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The General Process of Collaborative Filtering

Extracting data from the database.

Calculate the latent representations for user and item.

A non-parametric operation is performed to aggregate the latent representations.

Use a mapping function h(·) to calculate the matching score.
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The Representation Learning-based CF Methods

Focusing on learning representation function while the matching function is usually 

assumed to be simple and non-parametric, i.e., dot product and cosine similarity.

.The model is supposed to learn to map users and items into a common space where 

they can be directly compared. This matches our prior knowledge.

The latent factors are combined linearly which seriously limits the expressiveness.



The Matching Function Learning-based CF Methods
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Focusing on learning matching function while the representation function is usually a 

simple linear embedding layer used to lower the dimensionality.

Without additional assumption, using MLP to learn the matching function endows the 

model with a great flexibility.

MLP is very inefficient in catching low-rank relations.



Motivation

The Representation Learning-
based CF Methods

The Matching Function Learning-
based CF Methods

Pros: 
In line with the prior knowledge, 
find the common traits between 
users and items.

Cons: 
The limited expressiveness of the 
dot product function.

Pros:
Great flexibility, is able to 
approximate any continuous
Function theoretically.

Cons:
Inefficient in catching low-
rank relations.

The two types of CF methods are complementary!



DeepCF: CFNet-rl Component

The representation function is a 

two pathway neural network which 

learns the latent representations 

for a user and an item individually.

Different from existed representation

learning-based CF methods, the 

matching function part is defined as:

ො𝑦𝑢𝑖 = σ(Wout
T pu ⊙qi )

pu = MLP(a0)

a0 = W0
Tyu∗



DeepCF: CFNet-ml Component

The latent representations and are 

aggregated by a simple concatenation 

operation and MLP is used as the 

mapping function:

The representation learning part is a 

simple linear embedding layer:

pu = PTyu∗ qi = QTy∗i

a0 =
pu
qi

aY = MLP(a0)

ොyui = σ(Wout
T aY)



DeepCF: CFNet

ොyui = σ(Wout
T

aY
rl

aY
ml )

The objective function to minimize is 

the binary cross-entropy function.



Experimental Settings

Data Sets:

Evaluation Protocols：

We adopt the leave-one-out evaluation, i.e., the latest interaction of each 

user is used for testing.

Hit Ratio (HR) and Normalized Discounted Cumulative Gain (NDCG) are 

used to evaluate the ranking performance.



Baselines

ItemPop Items are ranked by their popularity, i.e., the number of interactions.

eALS is a state-of-the-art MF method. It uses all unobserved interactions as negative 

instances and weights them non-uniformly by item popularity.

DMF  is a state-of-the-art representation learning-based MF method which performs 

deep matrix factorization with normalized cross entropy loss as loss function. 

NeuMF is a state-of-the-art matching function learning-based MF. It is the most related 

work to the proposed models. Different from our models, it adapts the deep+shallow

pattern which has been widely adopted in many works such as (Cheng et al. 2016; 

Guo et al. 2017). 



Experimental Results

CFNet achieves the best performance in general and obtains high improvements over the state-

of-the-art methods. Most importantly, such improvement increases along with the increasing of 

data sparsity, where the datasets are arranged in the order of increasing data sparsity. 

Replacing the non-parametric cosine similarity with element-wise product and a parametric 

layer significantly improves the performance.



Without pre-training  v.s. With pre-training

Using pre-trained models can significantly increase the convergence 
speed and improve the final performance.

The pre-training process ensures CFNet-rl and CFNet-ml to learn 
features from different perspectives.



Sensitivity Analysis of Hyperparameters

Sampling merely one or two instances is 

not enough. 

Sampling too many negative instances is 

harmful.

Overall, the optimal sampling

ratio is around 3 to 7.

More predictive factors usually lead to 

better performances since it endows 

the model with larger capability and 

greater ability of representation.



Conclusion

We point out the significance of incorporating the two types of CF methods, and propose 

a general Deep Collaborative Filtering (DeepCF) framework. The proposed framework 

abandons the traditional Deep+Shallow pattern and can adopts deep models only to 

implement collaborative filtering with implicit feedback.

We propose a novel model named Collaborative Filtering Network (CFNet) under the 

DeepCF framework, which has great flexibility to learn the complex matching function 

while being efficient to learn low-rank relations between users and items.

We conduct extensive experiments on four real-world datasets to demonstrate the 

effectiveness and rationality of the proposed DeepCF framework.



Future Work

Exploring a better way to incorporate the two types of CF methods.

Although we use DeepCF to solve the top-N recommendation problem 

with implicit data, it’s also suitable for other data mining tasks that try to 

match two kinds of entities.

Auxiliary data can be used to further improve the initial representations 

of users and items. Richer information usually leads to better 

performance.



Thank you!
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Code: github.com/familyld/DeepCF 

Email: dengzhh7@mail2.sysu.edu.cn


